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[1] The advance and retreat of sea ice produces seasonal convection and stratification,
dampens surface waves and creates a separation between the ocean and atmosphere. These
are all phenomena that can affect the air‐sea gas transfer velocity (k660), and therefore
it is not straightforward to determine how sea ice cover modulates air‐sea flux. In this
study we use field estimates k660 to examine how sea ice affects the net gas flux between
the ocean and atmosphere. An inventory of salinity, 3He, and CFC‐11 in the mixed layer
is used to infer k660 during the drift of Ice Station Weddell in 1992. The average of k660 is
0.11 m d−1 across nearly 100% ice cover. In comparison, the only prior field estimates of
k660 are disproportionately larger, with average values of 2.4 m d−1 across 90% sea
ice cover, and 3.2 m d−1 across approximately 70% sea ice cover. We use these values to
formulate two scenarios for the modulation of k660 by the fraction of sea ice cover in a 1‐D
transport model for the Southern Ocean seasonal ice zone. Results show the net CO2

flux through sea ice cover represents 14–46% of the net annual air‐sea flux, depending on
the relationship between sea ice cover and k660. The model also indicates that as much as
68% of net annual CO2 flux in the sea ice zone occurs in the springtime marginal ice zone,
which demonstrates the need for accurate parameterizations of gas flux and primary
productivity under partially ice‐covered conditions.

Citation: Loose, B., and P. Schlosser (2011), Sea ice and its effect on CO2 flux between the atmosphere and the Southern Ocean
interior, J. Geophys. Res., 116, C11019, doi:10.1029/2010JC006509.

1. Introduction

[2] The Southern Ocean south of 50°S, including its
seasonal ice zone (SIZ), is thought to be among the most
important oceanic regions for regulation of atmospheric CO2

by restricting the ventilation of the deep ocean carbon res-
ervoir and through biological export production [Marinov
et al., 2006]. In the modern ocean, the outgassing of bio-
logical carbon is balanced by uptake of anthropogenic car-
bon and determining the net transport from these two large
fluxes has proven challenging. Estimates of the net air‐sea
CO2 flux into the Southern Ocean have undergone progres-
sive downward revision from approximately 0.47 Pg C yr−1

[Takahashi et al., 2002] to 0.4 Pg C yr−1 [McNeil et al.,
2007], and most recently to 0.05 Pg C yr−1 [Takahashi
et al., 2009, hereinafter T09]. The explanation for this suc-
cessive decrease in the Southern Ocean carbon sink is partly
due to improved data coverage in both winter and summer
within the SIZ (T09), but may also be due to stronger

upwelling of old deep water that is high in natural CO2 [Le
Quéré et al., 2007; Lovenduski et al., 2008]. Both of these
lines of evidence point to an important flux of CO2 from the
ocean to the atmosphere in austral fall and winter. At this
stage, there are indications that changes in the upper ocean
dynamics (e.g., upwelling and sea ice cover) are affecting the
natural carbon cycle of the ocean in both the northern [Arrigo
et al., 2008b] and southern [Le Quéré et al., 2007] hemi-
spheres. However, all of these processes depend on the rate
of air‐sea gas exchange and its interaction with the sea ice
cover – an interaction that is not well understood.
[3] At its maximum extent, Antarctic sea ice covers

approximately 39% of the ocean surface area south of 50°S
[Meier et al., 2006], representing a significant physical barrier
to air‐sea exchange. The advance of the ice pack is asyn-
chronous with the weakening of surface ocean stratification,
producing a turbulent water column that is best conditioned
for tracer transport to the ocean interior at the time when ice
cover is restricting the area across which gas exchange can
take place. As the sea ice pack retreats in spring, solar radi-
ation and melting sea ice restore stratification, fostering the
spring bloom, which reduces aqueous CO2 and may enhance
the air‐sea concentration gradient. This combination of pro-
cesses make it difficult to constrain the magnitude of air‐sea
CO2 flux in the SIZ, primarily because of (1) the difficulty
in estimating the strength and timing of net biological export
of CO2 from the surface ocean and (2) our incomplete
understanding of gas transport across the ocean surface layer
and its modulation by sea ice formation, deformation and
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melt. For lack of an alternative, flux estimates have relied
upon the wind speed parameterization of gas exchange
developed for the open ocean to estimate the gas transfer
velocity (k) [Takahashi et al., 1997; Arrigo and Van Dijken,
2007; McNeil et al., 2007], but there is little theoretical basis
nor empirical evidence to support its application in the
presence of sea ice. In sea ice covered regions, turbulence can
be produced through buoyant convection and the promotion
of current shear between the water and the ice [McPhee,
1992] in addition to steep short‐fetch wind‐generated waves,
potentially increasing gas transfer velocities above what would
be expected in the open ocean.
[4] Studies of CO2 exchange in sea ice‐covered regions

have sought to understand the impact of both the physical
and biological properties of sea ice on the surface ocean
CO2 budget. Yager et al. [1995] proposed a “seasonal rec-
tification hypothesis” for the Arctic wherein respiration CO2

remained trapped by sea ice until spring, when sea ice melt
and stratification cause high primary production. This sce-
nario leads to the expectation that sea ice‐covered regions
like the Arctic are a net sink for atmospheric CO2. In the
coastal Southern Ocean, Gibson and Trull [1999] and
Sweeney [2003] report similar results with pCO2 being
drawn down by ice algae even before the onset of sea ice
melt [Gibson and Trull, 1999]. Sweeney [2003] used d18O
and salinity to constrain water mass exchange in the Ross
Sea, and thereby affirmed the rectification hypothesis caused
by primary production in the sea ice before and after
breakup. Those authors point to the persistent O2 deficit as an
indicator that gas exchange is reduced in winter. In contrast
to these observations Bakker et al. [1997] observed CO2

supersaturation in the Weddell Gyre as ice cover retreated,
implying a flux of CO2 to the atmosphere, and Jones et al.
[2010] report that both phytoplankton and alkalinity,
deposited in the surface ocean during sea ice melt may result
in high CO2 uptake during summer. However, as Yager et al.
[1995] noted, the seasonal rectification of CO2 in the surface
ocean depends upon the rate of air‐sea gas exchange and
upon the upwelling and diapycnal exchange into the mixed
layer, which cannot be inferred from oxygen and inorganic
carbon alone. Sarmiento et al. [1992] demonstrated that CO2

uptake by the ocean is most sensitive to the rate of air‐sea gas
exchange in upwelling/downwelling regions where fast
mixing in the upper ocean can transport surface properties to
the interior.
[5] This study considers air‐sea gas transfer through the

sea ice cover in more detail by assembling estimates of k
from the literature, from tracer data in the seasonal ice zone
and from the assumptions used in carbon cycle estimates.
These data are used to estimate the net impact of seasonal
ice cover on the time‐integrated uptake of transient tracers.
Section 2.1 provides a brief review of the one field estimate
of k in sea ice covered regions that exists in the literature. In
section 2.2 we estimate air‐sea gas transfer using a mass
balance inversion applied to CFC‐11, 3He and salinity along
the Ice Station Weddell drift track. In section 3 we explore
three scenarios of the scaling relationship between the
fraction of open water and k. Each scenario is applied to two
gases: CFC‐11 and CO2 using a one‐dimensional model of
the ocean surface layer (OSL) to quantify gas transport from
the atmosphere to the surface ocean beneath the pycnocline.
These simple simulations act as a sensitivity experiment by

probing the range of net air‐sea flux produced from the
different estimates of k. The results also point to the
importance of constraining the effects of physical, as well as
biological, exchange processes on CO2 in the springtime
marginal ice zone.

2. Gas Transfer Through Partial Ice Cover

2.1. Prior Estimates of k Within the Sea Ice Pack

[6] To date the most direct estimate of k in the presence of
sea ice comes from Fanning and Torres [1991], who used
the 222Rn deficit method in the Barents Sea to measure the
gas transfer velocity during late winter 1986 and late summer
1988. In what the authors reported as greater than 90% sea
ice cover, they observed ratios of 222Rn to 226Ra activity as
high as 0.93, and a range of k660 (gas transfer velocity nor-
malized to Schmidt number of 660) of 1.44 to 3.36 m d−1 in
late winter under almost complete ice cover and k660 of 2.16
to 6.24 m d−1 during what was described as “less than 70%”
ice cover. While very little information on sea ice cover and
sea ice type during the late winter period is documented in
the study of Fanning and Torres [1991], the approximately
90% ice cover condition is consistent with a survey of
Advanced Very High Resolution Radiometer (AVHRR)
images from 1989, which indicates that the sea ice cover was
approximately 92% in the marginal seas of the Arctic,
including the Barents Sea [Lindsay and Rothrock, 1995].

2.2. Estimate of k From a Trace Gas Mass Balance
(Ice Station Weddell)

[7] During the Ice Station Weddell project (ISW)
(February–June 1992) water samples were collected from the
surface layer beneath the sea ice during a 5 month period
[Huber et al., 1994]. Water column hydrography including
temperature and salinity was measured along two sections:
the ISW drift track and a track occupied during the recovery
cruise by the R/V NB Palmer. Simultaneous sampling for
both CFC‐11 and 3He occurred for a period of approximately
29 d in April and May. The time evolution of the drifting sea
ice pack can be seen in Figure 1. In this section we are
looking for evidence of the gas transfer velocity through sea
ice by evaluating the time evolution of multiple tracers in the
mixed layer during the experiment.
[8] The track of the ice camp follows a trajectory similar

to that of the Weddell Gyre, moving northward along the
Antarctic Peninsula. In total, the ISW camp drifted nearly
420 km during 95 d (4.4 km d−1; Figure 1). If we assume
that the upper water column moved with the sea ice (same
trajectory; same velocity), then changes to the sea ice‐covered
mixed layer will result from vertical exchange at the air‐sea
interface, or at the base of the mixed layer and we can for-
mulate a tracer mass balance based on vertical fluxes. During
the ISW experimentMcPhee and Martinson [1994] observed
an Ekman spiral, so this assumption is not perfect. However,
the magnitude of the velocities associated with this shear is
much smaller than the mean drift.
[9] The Weddell Sea mixed layer overlays Circumpolar

Deep Water (CDW). The core of CDW in the Weddell Sea
is found between 500 and 750 m along the ISW section,
highlighted by temperatures greater than 0.6°C, and d3He
values in excess of 8% (Figure 2). The water column prop-
erties above 500 m depth from 1 March (day 60) to 30 May
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(day 150) are displayed in Figure 2, together with the depth
of the 27.74 isopycnal. The inventories and average con-
centrations of CFC‐11 and 3He between the 27.74 isopycnal
and the water surface are plotted in Figure 3. The inventories
of these tracers track the changes in the 27.74 isopycnal,
which shoals to 104 m on day 145 and deepens to 185 m by
day 150 (Figure 2). The vertically averaged d3He values
follow a similar trend as the 3He inventory, but the average
CFC‐11 concentrations are less variable, increasing gradu-
ally throughout the period. Overall, the CFC‐11 inventory
increased by approximately 2.2 × 105 pmol m−2 between
days 128 and 149.
[10] The change in these inventories can be used to cal-

culate the vertical fluxes, i.e., entrainment of CDW and gas
exchange, into and out of the mixed layer that is bounded by
the air‐sea interface and the 27.74 isopycnal. The tracer
balance can be written as follows:

1

�

dM

dt
¼ k CATM � Ct

� �þ CCDWFCDW þ CtDML ð1Þ

where M represents the mass of tracer in a well‐mixed
volume bounded between the partially ice‐covered water
surface and an isopycnal. CCDW, Ct, and CATM represent the
tracer concentrations (mol kg−1) in CDW, in the bounded
volume at time t, and in equilibrium with the atmosphere,
respectively. Ct is determined as the vertical average of

values between the isopycnal surface and the water surface
taken from the time of the hydrographic cast. FCDW is the
entrainment/detrainment rate in m d−1 into or out of the
isopycnal volume as a result of addition/subtraction of
CDW, k is the gas transfer velocity (m d−1) and r is the
density of seawater. The term DML represents spatial chan-
ges in the mixed layer depth that arise as a consequence of
interaction with topography or other stationary modifica-
tions to the mixed layer. This formulation assumes a neg-
ligible effect on the tracer budgets from freezing or melting
of sea ice.
[11] If we consider prior estimates of FCDW and k as well

as ice growth, we can evaluate the scale of each term on the
right hand side of equation (1). In the Weddell Sea, the
entrainment of CDW, based on 3He measurements is 0.28–
0.39 m d−1 [Hohmann et al., 2003]. If gas transfer scales with
ice cover, as assumed by T09, k660 would be ∼0.36 m d−1

under conditions of approximately 10% open water (f = 0.1).
Finally, sea ice growth or melt can result in a change in
salinity, gas content and density of the isopycnal inventory.
However, very rapid sea ice growth would be 0.02 m d−1

[Cox and Weeks, 1983], an order of magnitude less than
either entrainment or gas exchange, so we have neglected the
effect of sea ice in this analysis. The similarity in magnitude
between FCDW and k indicates that the effect of gas transfer
should be detectable in this mass balance formulation.

Figure 1. The time evolution of ice cover from the scanning multichannel microwave radiometer and
Special Sensor Microwave Imager (SSM/I) 25 km resolution sea ice concentration during Ice Station
Weddell [Meier et al., 2006].
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Figure 3. (top) The inventory and average concentration of CFC‐11 and d3He above the 27.74 isopyc-
nal and (bottom) the gridded distribution of CFC‐11 and d3He along the ISW drift track from day 120 to
day 150.

Figure 2. The time evolution of potential temperature, �, salinity, S, d3He, and CFC‐11 along the Ice
Station Weddell (ISW) drift track from 1 March to 30 May 1992. The solid line indicates the location
of the s� = 27.74 isopycnal.
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[12] As an additional constraint to the tracer mass balance,
the mass balance for water above the reference isopycnal is
included as

1

�

dM

dt
¼ FCDW þDML: ð2Þ

This formulation does not consider the effect of surface heat
loss on the isopycnal volume, but surface heat loss is small
in comparison to the water mass fluxes associated with
entrainment, which can be demonstrated by expanding the
left side of equation (2),

dM

dt
¼ �

dV

dt
þ V

d�

dt
; ð3Þ

where the surface heat loss affects the term, dr/dt. Based
on the linearized equation of state for density r = r0[1 −
a(T − T0)], and an estimate of 5 Wm−2 of radiative heat loss
through sea ice cover [Lytle and Ackley, 1996], the change in
density from radiative heat loss can be estimated as,

V
d�

dt
¼ d�

dT

dT

dt
¼ ��0�

Q
�

�0Cp
¼ O 10�1

� �
kg m�2 d�1; ð4Þ

where a is the thermal expansion coefficient (a = 1.6 ×
10−4 K−1), and Cp is the specific heat capacity of water. In
comparison, entrainment and sea ice formation rdV/dt,
constitute O(102) kg m−2 d−1, as shown above.
[13] Equation (1) can be written separately for CFC‐11

and 3He. To account for the changing isopycnal volume, the
left side of equation (1) must be expanded to

V t

Dt
Ctþ1 � Ct

� �
þ Ct

Dt
Mtþ1

W �Mt
W

� �

¼ �CCDWFCDW þ k660�
ScC
660

� ��0:5

CATM � Ct
� �þ �CtDML:

ð5Þ

[14] The same equation applies to the salt balance if the
gas exchange term is removed and evaporation neglected.
These three equations together with equation (2) for water
mass conservation represent a four equation system for three
unknowns (FCDW, k and DML) and the discrete version of
these linear equations can be written as follows:

C � x ¼ d

�CCDW �Ct �
ScCFC�11

660

� ��0:5

CATM � Ct
� �

�HeCDW �Het �
ScHe
660

� ��0:5

HeATM � Het
� �

�SCDW �St 0

� � 0

2
666666666666664

3
777777777777775

�
FCDW

DML

k660

2
64

3
75 ¼

Mt
W

Dt
Ctþ1 � Ct

� �
þ Ct

Dt
Mtþ1

W �Mt
W

� �

Mt
W

Dt
Hetþ1 � Het

� �
þ Het

Dt
Mtþ1

W �Mt
W

� �

Mt
W

Dt
Stþ1 � St

� �
þ St

Dt
Mtþ1

W �Mt
W

� �

1

Dt
Mtþ1

W �Mt
W

� �

2
66666666666666664

3
77777777777777775

:

ð6Þ

C represents the CFC‐11 concentration, He represents d3He,
and S represents salinity. Equation (6) is solved by a least
squares procedure when both helium and CFC‐11 data are
available. When either CFC‐11 or 3He data are missing the
system can be solved with an exactly determined solution.
In this case the model data difference cannot be minimized
[Tarantola, 2005]. Equation (6) was solved using a boot-
strap approach with 1500 iterations, taking a random sample
of the water column values used to compute Ct. This
approach is a robust means to assess the variability intro-
duced by under‐sampling the population of water column
values, and is used to present the results with a confidence
interval of 95%.
[15] The mean concentrations of CFC‐11, d3He and

salinity beneath the 27.74 isopycnal and above 500 m
(Figure 2) are 1.23 pmol kg−1, 6.32% and 34.62 psu,
respectively. These values are used to define CCDW, HeCDW
and SCDW, i.e., the properties of water that is entrained into
the 27.74 isopycnal along the drift track of ISW. Equation (6)
is solved to find FCDW, k and DML for each day from days
122 to 148. To judge the quality of the model data fit, the
values in d are reconstructed from C · x, and the misfit
between the mass balance and the data is defined as

misfit ¼ dmb � dð Þ � 100: ð7Þ
[16] Both dmb and d are plotted in Figure 4. The misfit is

greatest for d3He, with a mean value of 7%, indicating that
3He is least well reconstructed within the mixed layer vol-
ume. CFC‐11 has a mean misfit of −3% and the misfit for
water conservation is less than 1%, indicating a good overall
capability of the model to reproduce the observations.

Figure 4. The mass inventory of water, 3He, and CFC‐11
between the 27.74 isopycnal and the water surface, based
on the ISW data and based on the C · x inventory
reconstruction.
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[17] The rate of entrainment of CDW into the mixed layer
(FCDW) varies between −0.4 and 1.3 m d−1 throughout the
period with the exception of day 122 when FCDW achieved
its largest value of 3.6 m d−1 (Figure 5). The average of
FCDW is 0.47 m d−1 from day 122 to 148. In general, the
pattern of FCDW is opposite to the trend in the 27.74 iso-
pycnal (Figure 2); for example, shoaling of s� = 27.74 on
day 122 is accompanied by a negative value for FCDW. The
mean of FCDW (0.47 m d−1) is close to the range of 0.28–
0.39 m d−1 estimated by Hohmann et al. [2003] from the sea
ice–covered central Weddell Sea in 1994.
[18] The behavior of DML is similar to that of FCDW but it

reflects expansions and contractions of the mixed layer that
are not accompanied by a change in the mean properties of
S, d3He and CFC‐11. When the mixed‐layer shoals (e.g., on
day 122), DML becomes negative reflecting the decrease in
depth. Overall, DML varies between −5 and 16 m d−1 with
an average value of 1.8 m d−1. If we observe the time
evolution of the 27.74 isopycnal it is apparent that the
volume changes between this isopycnal and the water sur-
face are larger than would be expected from vertical pro-
cesses alone and likely represent intrinsic horizontal
variability in the water column, such as interactions with
bathymetry or flow convergence/divergence on a larger
scale. One example of such heterogeneity is the Taylor
column above the Maud Rise described by Ou [1991],
but flow convergence associated with the Weddell Gyre,

eddies and submesoscale processes could all potentially
affect DML. The net result of the inversion is a picture in
which a net flow convergence (manifested as positive DML

∼1.8 m d−1) and a smaller entrainment flux of CDW (0.47 m
d−1) drive a net influx of CFC‐11 and efflux of 3He to move
toward equilibrium.
[19] The mean value for k660 between days 122 and 147 is

0.22 ± 0.31 (N = 18) m d−1, including two values on days
141 and 142 that are negative. The term k is positive by
definition so a negative result in the solution to equation (6)
indicates an unrealistic solution. Equation (6) does not have
a nonnegative constraint because it is physically possible for
both DML and FCDW to achieve negative values and a
nonnegative constraint would therefore be unrealistic. To
discern the error envelope, the 95% confidence interval has
been computed for each estimate of k (depicted as shaded
area in Figure 5). The confidence interval spans the value of
zero on the y axis indicating that all but three of the esti-
mates of k are not unique from zero. The uniquely nonzero
values of k from equation (6) are 1.01, 0.49 and 0.47 m d−1.
If we recalculate the average of k from day 122 to 147,
substituting zero for the values that were not unique from
zero, the mean of k decreases to 0.11 m d−1.
[20] To determine the sea ice cover along the ISW drift

track we interpolated two data products from the National
Snow and Ice Data Center: the Special Sensor Microwave
Imager (SSM/I) 25 km resolution satellite‐based sea ice

Figure 5. Results from the isopycnal mass balance, along the ISW drift track from day 122 to 147.
FCDW, k660 and DML are all in m d−1. The bars in the third panel are the sea ice cover (SIC) in % inter-
polated to the location of the ISW drift track. The blue bars are estimates of SIC from the SSM/I 25 km ice
cover data product, and the green bars are the NIMBUS 7 and SSM/I using the AMSR‐E bootstrap algo-
rithm [Comiso, 2007].
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cover [Cavalieri et al., 1996], and the NIMBUS 7 and
SSM/I sea ice cover using the AMSR‐E bootstrap algorithm
[Comiso, 2007]. We refer to the first as “SSM/I” and the
second as the “Bootstrap.” Both products show greater than
95% ice cover with the exception of day 123 and days 142
to 147. The SSM/I product shows a step change in sea ice
cover occurs after day 141 when sea ice decreases from near
100% to 81% (Figure 5), while the Bootstrap product shows
that the ice cover remains at nearly 100%. Reports from a
participant in the ISW field program indicate that ice cover
was nearly 100% for all of May when these data were
collected (S. Ackley, personal communication, 2010), and
there is some evidence that the Bootstrap algorithm is more
accurate in its estimates of ice cover [Steffen and Schweiger,
1991; Knuth and Ackley, 2006]. On the basis of this infor-
mation, we have related the estimates of k to the sea ice
cover estimates from the Bootstrap algorithm.
[21] It is apparent that the average gas transfer velocity (k)

with 95% confidence (0.11 m d−1) is low compared to
global averages of k. However, it is interesting to consider
that these estimates from the Ice Station Weddell data
indicate a nonzero gas exchange rate in spite of the presence
of nearly 100% sea ice cover. Despite the appearance of
complete sea ice cover, the kinematics of sea ice demon-
strate that even when sea ice cover is near 100%, convergent
and divergent motions [Geiger and Drinkwater, 2005] cause
some fraction of the pack to remain open to the atmosphere.
Some estimates put this value at 10% for the entire sea ice
pack, which happens to coincide with the disagreement
between satellite and image analysis [Knuth and Ackley,
2006], although satellite estimates do not show a consis-
tent bias toward overestimating the sea ice cover. The esti-
mates of k that have been produced here indicate that air‐sea

gas exchange does not cease, even at nearly 100% sea ice
cover and this is likely a reflection of the percentage of
ephemeral open water that remains.

2.3. What Can Be Said About the Tendency Between k
and the Fraction of Ice Cover?

[22] We have two independent estimates of k derived from
field measurements of gas tracers: those by Fanning and
Torres [1991] from the Arctic and the estimates described
above from Ice Station Weddell in the Southern Ocean. Gas
transfer velocity from ISW is of little practical utility in
helping to determine a scaling relationship for the sea ice
zone as it relates to the limiting condition of 100% ice cover.
This result is unfortunate because tracer data from ISW
appears to be the only data set of inert gas tracers beneath ice
cover that is suitable for an estimate of gas exchange, but it
serves to emphasize the conclusion that gas exchange in sea
ice covered waters remains largely unconstrained by data.
[23] If we consider the estimates of k from Fanning and

Torres [1991] as a function of the open water fraction (f)
and the hypotheses that are commonly made in carbon cycle
studies, they depict two very different relationships between
k and f (Figure 6). The estimates of k from Fanning and
Torres [1991] depict a range that is 4–8 times as large as
the linear scaling used by T09 under the same conditions of
f (e.g., f = 0.1 – 0.3). The experiments of Loose et al. [2009]
also indicate that gas transfer may not scale linearly with the
fraction of open water, namely because the turbulence dis-
sipation beneath the sea ice is not necessarily a strict func-
tion of fetch. These disparate estimates of k are difficult to
compare, because of the difficulty in constraining the other
forcing factors, namely fetch, wind speed and aqueous tur-
bulence. In the absence of a well‐established relationship we
can explore different scenarios for the relationship between
the gas transfer velocity and the fraction of sea ice cover in
order to study the sensitivity of the net gas flux to the choice
of parameterization. This is the focus of section 3.

3. Scenarios for Seasonal and Annual Gas
Transport in an Ocean Surface Layer Model

[24] To evaluate the effect of sea ice on gas exchange we
compare three different scenarios for modulation of k by sea
ice cover: LIN: k / f: In this scenario, the fraction of sea ice
cover, (1 − f), varies seasonally with a maximum of 1 − f =
0.9, a minimum of 1 − f = 0 and a period of 365 d. During
maximum sea ice cover k is 10% of k in the open ocean
(koo). The linear proportionality between k and f and the
minimum of f = 0.1 were chosen because they are the cri-
teria that T09 use in their most recent climatology. NLIN:
Given the same seasonal cycle in f as in the LIN scenario,
we assume k / f 0.4 as a representation of the results of
Fanning and Torres [1991] and to reflect the experimental
results of Loose et al. [2009] (Figure 6). This proportion-
ality, implies that when f reaches its minimum value of 0.1,
k = 0.39 koo. NOICE, the third scenario, serves as a control
scenario with no sea ice cover and a constant gas transfer
velocity k, so that the effect of the mixed layer alone can be
observed.
[25] These scenarios are applied to an inert gas, CFC‐11, and

a biogenic gas, CO2. These gases have different equilibration

Figure 6. The relationship between gas transfer velocity
(k) and the fraction of open water (f). These data represent
the available measurements for air‐sea gas transfer through
partial ice cover. The open squares are the values from ISW
that are unique from zero with 95% confidence. The values
from Fanning and Torres [1991] reported here are averages
of all values reported in their Table 1 for “Late Winter” and
“Late Summer,” normalized to a Schmidt number of 660.
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time scales at the air‐sea interface. We adopt a simplified
perspective derived from the water column properties that
characterize the Southern Ocean seasonal ice zone (Figure 7).
The Southern Ocean SIZ consists of a mixed layer with a
depth of approximately 100 m during winter, situated above
the relatively warm (0.5 to 1°C) CDW that is high in dis-
solved inorganic carbon (DIC) and low in CFC‐11. Figure 7
contains selected vertical profiles of DIC and pCO2 along
the WOCE S4I line from May and June 1996 under condi-
tions of increasing sea ice cover.
[26] The net seasonal and interannual flux of gas that

moves through the ocean surface layer (OSL) is calculated
using the one‐dimensional turbulent diffusion equation to
simulate the serial barriers to exchange at the air‐sea inter-
face and in the mixed layer. The OSL has been formulated
as a 200 m thick water column overlaying an infinite res-
ervoir of CDW. From above, the mixed layer is seasonally
covered by sea ice, and this process is represented as a
reduction in the magnitude of k, proportional to the surface
area of the sea ice cover. Within the OSL, the thermocline
ascends and descends seasonally, one‐half year out of phase
with the advance of sea ice. In summer, the thermocline is
located 10 m below the sea ice‐free ocean surface, and in
winter the thermocline increases to 100 m depth. The sea-
sonal cycle of mixed layer convection and stratification is
reproduced by varying the turbulent diffusion coefficient,
D = D(z,t). For each scenario, LIN, NLIN and NOICE, the
seasonal cycle in D is the same.
[27] The seasonal cycles in k and D are used to condition

the diffusion equation,

@C

@t
� @

@z
D z; tð Þ @C

@z

� �
¼

X
F ð8Þ

subject to the Robin boundary condition on gas transfer at
the air‐sea interface [Haine, 2006],

z ¼ 0 : C 0; tð Þ � D

k

@C

@z

����
z¼0

¼ Catm ð9Þ

and to a constant gas concentration at the lower boundary,
within the underlying CDW plume,

z ¼ H : C H ; tð Þ ¼ CCDW ð10Þ
[28] The Robin boundary condition is a weighted combi-

nation of the Dirichlet and Neumann boundary conditions.
Here, k is gas transfer velocity, catm is the atmospheric gas
partial pressure, H is solubility coefficient and D is the tur-
bulent diffusion coefficient. The relationship in (9) depicts
the balance between disequilibrium across the air‐sea inter-
face represented by k and diffusion of gas from the interface
into the far field ocean or D∂C/∂z. As k increases, D/k → 0
and the surface aqueous gas concentration is moving toward
equilibrium with the atmospheric concentration,

C 0; tð Þ ! H�atm ð11Þ

Fundamentally, the ratio of D/k depicts the competition
between equilibration at the air‐sea interface, and rapid
mixing or subduction in a turbulent mixed layer.
[29] To compute the gas flux (Fg) across the air‐sea

interface, we use the mass balance by accounting for the
time variation in the tracer inventory within the OSL model
and add to that a first‐order estimate of diffusive flux across
the bottom boundary at 200 m:

Fg ¼ �Dz

Dt

XN
i¼1

Ctþ1
i � Ct

i

� �þ D
DC

Dz

����
i¼N

ð12Þ

N is the number of elements in the discrete model grid. Here,
the standard convention is adopted, wherein a flux from the
atmosphere to the ocean is a sink, with a negative sign
attached.
[30] This system is solved using an implicit finite differ-

ence solution at 100 levels with a harmonic averaging
method [Shashkov and Steinberg, 1996] to regularize the
effect of time and space‐varying permittivity. A cartoon of
the model domain is presented in Figure 8. Within the mixed
layer, the turbulent diffusion coefficient for passive tracers is
0.2 m2 s−1 (1730 m2 d−1); this value originates from mea-
surements of turbulence beneath the sea ice cover by
McPhee and Martinson [1994] who observed that eddy
thermal diffusivity approached the value of eddy viscosity,
with a typical range of 0.15 to 0.25 m2 s−1. Beneath the
mixed layer, the diapycnal diffusivity decreases by three
orders of magnitude to 0.5 × 10−4 m2 s−1 (4.3 m2 d−1)
[Schlosser et al., 1987]. The average value of koo of CO2 for
the seasonal ice zone is 3.6 m d−1 (T09). Figure 9 shows the
time variation in koo for LIN, NLIN and NOICE as well as
the vertical and temporal variation in D. The OSL, as a one‐
dimensional model, does not consider processes that vary
laterally such as katabatic winds, flow heterogeneities,
bathymetric effects and spatial variations in ice thickness.

Figure 7. The 1996 S04I World Ocean Circulation Exper-
iment (WOCE) hydrographic line, along the Antarctic coast
from 80 to 120°E, south of 60°S, from early May to early
July, during conditions of advancing sea ice cover. (Data
available at WOCE Hydrographic Program Office, http://
whpo.ucsd.edu/.)
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3.1. CFC‐11 Transport Through the OSL

[31] The simulations for CFC‐11 were carried out using
the atmospheric time history for the southern hemisphere
from 1945 until 1995 [Walker et al., 2000] to establish catm

in equation (11). The Sc corrected value of koo for CFC‐11
at 0°C is kCFC‐11 = 2.7 m d−1. The annual average of kCFC‐11
from the periodic forcing conditions for LIN, NLIN and
NOICE are 1.3, 1.7 and 2.7 m d−1, respectively (Table 1).

[32] Because of the transient nature of the CFC concen-
tration in the atmosphere, the model does not reach an
oscillatory steady state. Nonetheless, it is possible to note
several interesting differences in the uptake rates for LIN,
NLIN and NOICE. Figures 10a and 10c presents a 2 year
interval of the 60 year simulation during which the atmo-
spheric CFC‐11 concentration increases nearly linearly. The
solid black line represents the surface aqueous CFC‐11
concentration, calculated for solubility equilibrium (in parts
per trillion; pptv) for 100% open water (NOICE), and the
red and blue lines indicate pCFC‐11 for seasonal sea ice
cover with a minimum open water fraction f of 0.1, resulting
in k = 0.1 koo (LIN) and k = 0.39 koo (NLIN), respectively.
The seasonality in the surface ocean concentration is readily
apparent in all three scenarios. However, the surface con-
centration decreases most strongly in the presence of sea ice
(LIN and NLIN). Throughout the year, the surface ocean
concentration remains undersaturated by at least 10%, even in
scenario NOICE (no sea ice cover). As the mixed layer dee-
pens in fall and winter, the CFC‐11 saturation at the surface
decreases in the presence of sea ice cover for the NLIN and
LIN scenarios to 69% and 55%, respectively. During this
period, the surface ocean mixes rapidly and is least resistant
to CFC‐11 uptake, as evidenced by the strong increase in
flux that takes place in scenario NOICE (Figure 10c negative
sign indicates atmosphere‐to‐ocean flux). During austral fall
and winter the presence of sea ice cover in scenarios LIN and
NLIN decreases the gas flux as compared to scenario
NOICE. The fluxes in scenarios LIN and NLIN increase
throughout the winter because of the increasing air‐sea CFC
gradient, as more low‐CFC CDW is entrained into the mixed
layer, diluting the surface ocean concentration.
[33] Despite the reduction in air‐sea exchange due to the

presence of sea ice, the flux through the sea ice covered
surface represents 24% of the total annual CFC‐11 flux for
scenario LIN and 58% of the total annual CFC‐11 flux for
scenario NLIN (Figure 10d). However, it is interesting to
note that at the end of winter, much of the difference
between scenarios LIN, NLIN and NOICE is eroded when
the melting sea ice cover exposes a significantly depleted
surface layer to the atmosphere in scenarios LIN and NLIN.
The retreat of the sea ice cover causes an immediate

Figure 8. Cartoon of the ocean surface layer model for the
Southern Ocean, used to monitor the uptake of CFC‐11 and
ventilation of CO2.

Figure 9. The seasonal forcing conditions applied to the
ocean surface layer model. Scenario LIN, NLIN, and
NOICE represent three unique seasonal cycles in the modu-
lation of k by sea ice cover; the seasonal cycle in turbulent
diffusion, D, is the same in all three scenarios.

Table 1. Forcing Parameters for the Ocean Surface Layer
Simulation Described in Section 3a

LIN NLIN NOICE

D (ice free), m2 h−1 2.6 2.6 2.6
D (ice covered), m2 h−1 66.4 66.4 66.4
L (ice‐free), m 10 10 10
L (ice covered), m 100 100 100

kCFC‐11 (ice free), m d−1 (1cm h−1) 2.7 (11.1) 2.7 (11.1) 2.7 (11.1)
kCFC‐11 (ice covered), m d−1 (1cm h−1) 0.3 (1.1) 0.9 (3.7) 2.7 (11.1)
kCFC‐11 (annual average),

m d−1 (1cm h−1)
1.3 (5.6) 1.7 (7.1) 2.7 (11.1)

kCO2 (ice free), m d−1 (1cm h−1) 3.4 (14.3) 3.4 (14.3) 3.4 (14.3)
kCO2 (ice covered), m d−1 (cm h−1) 0.3 (1.3) (4.5) 1.1 3.4 (14.3)
kCO2 (annual average), m d−1 (cm h−1) 1.7 (7.2) 2.2 (9.1) 3.4 (14.3)

Net flux (mol‐C m−2 yr−1) 2.3 2.8 3.9

aThe values for D in the ocean surface layer model represent the
harmonic average from the top 100 m of the water column.
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reduction in Fg for scenario NOICE as stratification sets in.
In contrast, both LIN and NLIN experience a spike in flux in
spring. For a brief period of time, Fg increases for LIN by
almost a factor of five during melt out (Figure 10c). Mea-
sured at the end of winter the yearly cumulative flux for LIN
is 60% less than the cumulative flux for NOICE, but this
difference closes to only 22% by the end of spring. On a
year‐by‐year basis, the net CFC‐11 uptake from the atmo-
sphere to the ocean interior, was only 25% smaller for LIN
than for NOICE, despite the nearly 50% reduction in k, from
2.7 to 1.3 m d−1.

3.2. Deep Ocean CO2 Escape Through the SIZ

[34] We have shown that sea ice restriction of gas
exchange can have a measureable impact on CFC‐11 uptake
and that uptake through sea ice can be an important part of
the annual uptake. How does the picture change for CO2,
with a much longer time scale for gas exchange? For CO2

the gas flux is expressed in terms of the disequilibrium
between the total dissolved inorganic carbon (DIC) and the
DIC in equilibrium with the atmosphere (DICatm_eq):

Fg ¼ kCO2�0� DICatm eq � DIC
� � ð13Þ

[35] The ionization fraction, a0, and the buffer factor, b,
define the equilibration of atmospheric CO2 with carbonic
acid across the air‐sea interface, and the equilibrium distri-
bution between carbonic acid, bicarbonate and carbonate
[Follows and Williams, 2004]

�0 ¼ HpCOatm
2

DICatm eq
; �tþ1 ¼ pCOatm

2 � pCOt
2

pCOatm
2

DICatm eq

DICatm eq � DICt

ð14Þ

b depends on the instantaneous surface ocean DICt and
pCO2

t values and therefore varies in time. Under the
assumption of constant temperature and salinity conditions,
a0 will remain constant. At salinity of 34 psu and T = 0°C,
the term a0b is approximately 0.13. The annual averages of
kCO2, during LIN, NLIN and NOICE are 1.7, 2.2 and 3.4 m
d−1, respectively, approximately 23% larger than kCFC‐11,
and this is because CO2 is lighter than CFC‐11 and has a
greater molecular diffusivity in water, which is reflected in
the Schmidt number.
[36] The scenarios for transport of deep ocean “natural”

CO2 follow the same conditions as those for CFC‐11.
However, the air‐sea flux of natural carbon through the
Southern Ocean is directly related to surface ocean pCO2,
which in turn is partly controlled by biology. Therefore,

Figure 10. Results from OSL model uptake of CFC‐11. (a) The surface ocean concentration for LIN,
NLIN, and NOICE in comparison with the atmospheric time history (dashed line). (b) The time series
of total CFC flux for the three scenarios, relative to the NOICE control scenario, which produced the
greatest flux. (c) The variation in surface flux is indicated by season and (d) the integrated flux over a
single year. The filled wedges indicate the amount of flux through the ice cover for LIN and NLIN,
and the legend indicates the percent of annual flux that occurs under ice cover.
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the simulations for CO2 use “abiotic” and “biotic” cases.
For the biotic case, a CO2 sink is added to the right side of
equation (8). The primary production bloom is represented
by a Weibull distribution and is constructed so that primary
production is at a maximum during a 2 month period, and
the discrete time integral over a 1 year period is equal to the
average rate of net CO2 consumption estimated to be 57 g
m−2 yr−1 by Arrigo et al. [2008a] When this value is spread
over the top 50 m of the water column, it can be expressed as
94.9 mmols L−1 yr−1. The fluctuation is exactly in phase with
the seasonal variations in k. The effect is to produce a bio-
logical drawdown in pCO2, which is timed to be directly out
of phase with the advance and retreat of the seasonal sea ice
cover (Figure 11).
[37] Equation (8) is solved for the time and depth‐varying

DICt concentration in mmol kg−1, and then pCO2 is deter-
mined using DICt and the dissociation constants for sea-
water [Zeebe and Wolf‐Gladrow, 2001], assuming that the
alkalinity in the OSL remains constant at 2300 mmol kg−1.
The ambient forcing is meant to illustrate the control of
inorganic carbon flux in the seasonal ice zone. For sim-
plicity, the time invariant preindustrial atmospheric con-
centration of CO2 is set to 278 ppmv [Ito et al., 2004],
which in turn is used, along with alkalinity, to define
DICatm_eq = 2134 mmol kg−1 by solving the carbonate
equilibrium equations. The lower boundary is maintained at
a constant DIC of 2250 mmol kg−1, based on the aqueous
concentration observed along S4I (Figure 7).

3.3. Biotic Versus Abiotic Scenarios

[38] The biotic seasonal cycle in surface ocean pCO2/DIC
fluctuates between 291/2145 and 437/2203 ppmv/mmol kg−1

for scenario LIN and between 284/2141 and 416/2196 ppmv/
mmol kg−1 for scenario NLIN (Figure 11). In comparison,

T09 estimated a late winter mean pCO2 of 420 ppmv for the
seasonal ice zone. The range of model fluctuations between
all three scenarios is within the extrema from the seasonal
carbonate system climatology byMcNeil et al. [2007], which
ranged between a summer minimum in DIC of 2075 mmol
kg−1 and a winter maximum of 2239 mmol kg−1. The sea-
sonal averages of DIC from the McNeil et al. [2007] gridded
data set have been plotted in Figure 11, and these depict a
more muted oscillation in comparison to the model results.
Finally, the maximum and minimum in the DIC cycle from
the Ross Sea [Sweeney, 2003] show a minimum similar to
that produced by the OSL model, but a maximum of
2233 mmol kg−1, which is 21 mmol kg−1 higher than the
winter maximum for scenario LIN. Examining each scenario
for surface ocean pCO2/DIC (Figure 11) it is apparent that
LIN intersects the available field measurements of pCO2

from Sweeney [2003] and McNeil et al. [2007] and T09 a
total of four times, NLIN intersects this set of measurements
five times and NOICE intersects them two times. On the
basis of this semiquantitative criteria, NLIN would appear to
be the scenario that most closely resembles the field data
from the Southern Ocean.
[39] The most noticeable difference between the biotic

and abiotic simulations is a reduction in the DIC concen-
tration throughout the year, both in the surface layer and
throughout the water column above 200 m (Figure 12). The
reduction in DIC amounts to approximately 22 mmol kg−1 in
summer and approximately 19 mmol kg−1 in winter. The
persistence of the biotic depletion of DIC into winter indi-
cates that gas exchange together with CDW renewal from
beneath are not sufficient to completely erase the effect of
summer primary production and restore the concentration to
the abiotic winter state. One symptom of the reduced surface
ocean DIC concentration is a reduction in the net CO2 flux

Figure 11. (top) kCO2 and primary productivity in comparison with (bottom) the surface ocean pCO2

and DIC over a 2 year segment of the simulation. The simulation uses a constant atmospheric pCO2 =
278 ppmv to represent a steady state atmospheric forcing condition. For reference, the linear trend of
increasing pCO2 beneath ice from T09 (pCO2 = 0.802 * days + 208.9) is plotted as a dashed line. The
seasonal averages of all DIC data south of 60°S comes from the gridded data set of McNeil et al. [2007],
and the maximum and minimum of DIC of Sweeney [2003] is plotted as a solid line segment.
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(FCO2) in both winter and summer: FCO2 is 35% less in
winter and 47% less in summer as a result of photosynthesis
in the surface layer in scenario LIN. FCO2 is 39% less in
summer and 51% less in winter for scenario NLIN.

3.4. Sea Ice Impedance of CO2 Flux

[40] In section 3.3 we reviewed similarities and differences
between the biotic and abiotic DIC transport scenarios, in
this section we focus on the biotic simulation and discuss the
effect of sea ice on seasonal and annual CO2 fluxes (FCO2).
The annual cycle of FCO2 is similar to that of the flux of
CFC‐11 in several respects. In particular, the net of FCO2
during ice cover is a significant portion of the net flux for the
year, 46% for NLIN and 14% for LIN (Figure 13), which is
less than the totals for CFC‐11 (58% and 24%, respectively).
Whereas both CO2 and CFC‐11 experience strong air‐sea
gradients in winter, the CO2 flux time scale is reduced as a
result of the equilibration factors, a0 and b [Haine, 2006].
Although kCO2 is 30% larger than kCFC‐11, kCO2a0b = 0.48 m
d−1, i.e., 80% less than kCFC‐11, and this is apparent in the
reduced winter flux of CO2 compared to CFC‐11.
[41] A strong peak in FCO2 accompanies the springtime

retreat of the ice cover (Figure 14). FCO2 in spring increases
ninefold in LIN and twofold in NLIN, during a coincident
period, while the flux in NOICE decreases as a result of
stratification and in the absence of a strong ice‐induced air‐
sea difference in CO2 concentration. At the end of winter,
the cumulative annual flux for LIN is 53% less than NOICE,
but this difference closes to 41% by the end of spring
(Figure 13). This result highlights the importance of the
physical processes that take place in the marginal ice zone –
the region of the seasonal ice zone that was ice covered in
the past 30 d.
[42] The net annual flux of carbon in the biotic scenario is

2.3, 2.8 and 3.9 mol m−2 yr−1 for LIN, NLIN and NOICE,
respectively (Table 1). Just as for CFC‐11 the reductions in
net flux of CO2 between the LIN and NLIN scenarios and
the NOICE scenario are smaller than the differences in mean
annual kCO2 between LIN, NLIN and NOICE, e.g., kCO2 of

LIN is 51% of kCO2 in NOICE. The smaller reduction in the
values of FCO2 as compared to the values of kCO2 can be
explained by rapid gas flux that occurs as the ice cover
retreats in spring to expose a gas‐rich water column. That is,
the tighter restriction on gas exchange (i.e., LIN) leads to
larger air‐sea concentration gradient at the end of winter and
a larger flux as the ice cover retreats. For LIN, FCO2 in the
first 90 d after ice cover retreat represents 68% of the net
annual flux (Figure 14), while the same period represents
only 48% of the FCO2 for NLIN. This large flux occurs
despite the coincident peak in primary productivity that is
timed with the sea ice cover retreat. This result contrasts with
the seasonal rectification hypothesis proposed by Yager et al.
[1995], indicating that primary production during spring was
insufficient to consume the excess in DIC left from winter
ice cover. However, neither this simulation nor the studies
cited in section 1 that indicate seasonal rectification of CO2

can conclusively resolve the net effect of ice cover and
photosynthesis, because realistic constraints on upwelling
and gas exchange are not available.

3.5. Phasing Between Sea Ice and Spring Bloom

[43] The identification of a strong sea to air CO2 flux
despite photosynthesis raises a related question concerning
the importance of the timing of the spring phytoplankton
bloom in relation to the retreat of ice cover (Figure 14). To
explore the importance of timing we changed the phase lag
in the idealized primary productivity curve. By shifting the
peak to occur 45 d earlier (−45) and 45 d later (+45), we
obtain a qualitative sense of spring CO2 efflux shifts by
photosynthesis. Figure 15a shows the change in the primary
production curve that results from these phase shifts. The
+45 scenario reduces the magnitude of the peak springtime
FCO2 by 4% and high CO2 efflux is maintained for a longer

Figure 12. Vertical profiles of dissolved inorganic carbon
(DIC) in the ocean surface layer (OSL) model, under abiotic
(solid lines) and biotic (dashed lines) scenarios with open
water and with ice cover.

Figure 13. The cumulative net annual and net multiyear
(inset) CO2 flux from the ocean surface layer model in the
“biotic scenario.” The cumulative fluxes relative to the con-
trol scenario (NOICE) with no modulation of gas exchange
by sea ice cover. The filled wedges indicate the net flux dur-
ing ice‐covered conditions and the legend lists the percent-
age of the annual flux that took place during the ice‐covered
period.
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Figure 14. The seasonal cycle in the instantaneous CO2 flux, FCO2, over a 2 year period, depicting the
timing of the maxima and minima in FCO2 in relationship to the sea ice cycle in the transport model. The
shaded areas underneath the LIN and NLIN curves indicate the area under these curves for the first 90 d
immediately following ice cover retreat. For LIN this area represents 68% of the net annual sum of FCO2.

Figure 15. Differences in CO2 flux when primary production is offset to occur −45, 0, and +45 d out‐of‐
phase from the seasonal ice cover cycle. (a) The phase shift in the forcing, (b) the difference in the vertical
profiles during ice cover, (c) the instantaneous flux over a 1 year period, and (d) the cumulative sum of
FCO2 over 1 year.
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time during the ice‐free period, compared to the scenario
with no phase shift. A shift by −45 also produces a decrease
in the maximum FCO2, by 27% compared to the no phase
shift case. This decrease in maximum FCO2 is partially offset
by a larger flux at the end of the ice‐free period as stratifi-
cation is eroded (near 7.25 years, Figure 15c). When
viewing the cumulative annual FCO2, there is a consistent
trend in the annual flux: For the +45 d scenario, annual FCO2
is 114% of the 0 d shift and for the −45 scenario it is 89% of
the no shift case. The later the primary production bloom
occurs, the larger the net annual flux of CO2 from the SIZ.
This exercise helps to probe the relationship between sea ice
cover and primary production, however it should be noted
that there is little evidence for large variations in the timing
between sea ice melt and the spring bloom – most studies
demonstrate a tight coupling between the two processes
[Sukhanova et al., 2009; Tortell and Long, 2009], with the
phytoplankton bloom occurring some two weeks after ice
breakup [Dünweber et al., 2010].

4. Summary and Conclusions

[44] This study has explored gas exchange in the presence
of sea ice, with focus on the gas transfer velocity, k, and its
parameterization in the sea ice zone. There are very few data‐
based estimates of k from the sea ice zone that can be used to
constrain gas exchange rates in these settings. The results
from the tracer mass balance in this study relate to nearly
100% sea ice cover, with an average value of 0.11 m d−1 at
95% confidence, indicating a small but detectable gas
exchange for nearly complete sea ice cover conditions. In
contrast, Fanning and Torres [1991] presented the only other
available estimates of k under partial sea ice cover. Their
results yield a minimum of k660 = 1.4 m d−1 under approxi-
mately 90% sea ice cover conditions, and this value is
approximately three times greater than that expected from a
linear scaling between gas exchange and open water. Col-
lectively, these results serve to demonstrate the paucity of
information that can be used to constrain k in sea ice covered
regions. Furthermore, the conditions that lead to relatively
large values of k [Fanning and Torres, 1991] under relatively
restrictive sea ice cover may be caused by turbulence pro-
duction mechanisms other than wind. Turbulence in the sea
ice zone can arise in the ice water boundary layer as a result of
current shear and buoyant convection [McPhee, 1992;
Morison et al., 1992]. These processes imply that fetch
reduction by sea ice cover is not a sufficient constraint to
determine the air‐sea gas exchange through the sea ice pack.
[45] The results of the ocean surface layer model empha-

size the importance of establishing the rate of gas ventilation
during all conditions of sea ice cover. The flux of CO2

through the winter ice cover represents between 14% and
46% of the net annual CO2 flux, depending on the parame-
terization between sea ice cover and k that is used. A further
surprising result of these simulations is the observation that
tighter restriction of CO2 in winter results in larger CO2 flux
in spring as the sea ice cover retreats. This indicates that sea
ice cover may serve only to delay the CO2 flux until spring.
This result differs from the CO2 rectification (by primary
production) hypothesis proposed by Yager et al. [1995] and
investigated by Sweeney [2003] and others. To adequately
determine the net effect of gas exchange and primary pro-

duction will require process studies in the marginal ice zone
to determine both physical and biological gasdynamics in
this complex and dynamic region. Spring bloom in the
marginal ice zone takes place in a stratified water column
surrounded by sea ice floes, brash and potentially new frazil
or pancake ice. To parameterize the biogenic gas fluxes
during this period it will be necessary to establish and pri-
oritize the turbulent forcing mechanisms as well as the
strength and timing of the phytoplankton bloom, in relation
to the retreat of the ice edge in spring.
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